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Abstract

The abundance of large, distributed web-based data sets and the recent popularity of cloud computing platforms has opened many doors in machine learning and statistical modeling. However, these resources present a host of new algorithmic challenges. Practical algorithms for large-scale data analysis must scale well across many machines, have low communication requirements, and have low (nearly linear) runtime complexity to handle extremely large problems. In this talk, we discuss several practical and general tools for solving a wide range of model-fitting problems in a distributed framework. We first discuss new "transpose reduction" strategies that allow extremely large regression problems to be solved quickly on a single node. We also discuss new variants of stochastic gradient descent that achieve fast convergence rates with low memory overhead. We will study the performance of these algorithms for fitting linear classifiers and sparse regression models on tera-scale datasets using thousands of cores.
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